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Note from the authors

Potential bias and limitations

As peacebuilders, we would be remiss not to mention the inherent biases associated with this work.
First, from the perspective of the authors, who hail from institutions in the United States and Switzerland,
respectively. The examples and strategies shared below reflect conscious work on our part to present a
holistic and realistic view of the current status of peacebuilding approaches to disinformation, although
we recognise that this perspective is limited by the exposure we have to the topic. We welcome input and
reflection from global peacebuilders working to combat disinformation, as your insights will only help
improve our work in this field, which is the ultimate goal of this project.

Second, itis critical to recognise that the technologies we examine are themselves inherently biased in the
ways they are created. Digital technology, while a great potential force for good in the world, is rooted in
inequality and forms of violence. The authors suggest books such as Mirca Madianou’s Technocolonialism,
Frances Haugen’s The Power of One, Joy Buolamwini’s Unmasking Al, Kate Crawford’s Atlas of Al: Power,
Politics, and the Planetary Costs of Artificial Intelligence, and Cathy O’Neil’s Weapons of Math Destruction
as great initial sources for unpacking the ways technology has fueled global harms and potential ways to
move forward.

Itis also because of this history that we note that the solutions we share below are not expected to apply
to every country or conflict context. Peacebuilding practice emphasises the importance of localisation in
conflict transformation, and given that disinformation proliferates in different ways in different spaces, we
encourage that the lessons shared below be adapted and applied based on local peacebuilding practices.

Regardless of these limitations, this work was deemed necessary given that the technologies that
perpetuate disinformation and disrupt social cohesion are woven into our daily lives in ways that no longer
separate online and offline spaces. Rather, conflictis reinforced by and cycles between the two so critically
that, as Julia Schiwal of USIP notes, “peacebuilding analysis and practice that fails to appreciate this shift
will be painfully limited in its capacity to have enduring relevance and offer insight.”* We aim to appreciate
that shift and help share insights for the future work of peacebuilders.

1  Schiwal, Julia 2023. A New Approach for Digital Media, Peace and Conflict. United States Institute for Peace. www.usip.org/
publications/2023/02/new-approach-digital-media-peace-and-conflict.
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Executive summary

Disinformation, understood here as false or misleading information shared with the intent to harm, is a
pervasive challenge that undermines trust, social cohesion, and peace. It is an issue worked on in many
sectors and yet, despite immense effort and research, the results can feel underwhelming. With limited
resources to address this massive challenge, there can be a tendency to return to known strategies or
repeat what others have done, without interrogating their efficacy. At this juncture, this study asks: What
strategies are peacebuilders currently employing to mitigate the spread of disinformation? What lessons
have peacebuilders learned from previous efforts? How can research from other sectors, such as cognitive
science, improve and inform those efforts?

This study contributes to scholarship on disinformation by highlighting the unique ways peacebuilders
can contribute to the interdisciplinary response that is needed to address this global issue. In particular,
it highlights the role and value of the conflict analysis and transformation, mediation and dialogue,
reconciliation, storytelling, and moral imagination skills of peacebuilders.

Italso explores the strategies that peacebuilders have been using thus far to tackle disinformation, such as
media literacy training, storytelling campaigns to counter false narratives, reconciliation programs, trust
building in institutions, and participation in trusted flagger programs, to name a few. Four case studies
provide deeper insights into how peacebuilding organisations tackle disinformation worldwide:

Pollicy’s Pan-African Vote: Women and Future of Work programs provide capacity building for women to
counter gendered disinformation;

Mercy Corps’ Reducing Online Conflict Community (ROCC) emphasises an interdisciplinary systems
approach in Nigeria;

Berghof Foundation’s #vrschwrng toolkit and Digital.Truth empower youth and their caretakers to
address conspiracy theories and participate in intergenerational dialogues;

and the Centre for Humanitarian Dialogue's social media codes of conduct contribute to
reducing the generation of disinformation while building trust among conflict parties.

Additionally, the study critically investigates the role of technology in producing and spreading
disinformation, highlighting inflection points where peacebuilders can respond. Much of this work
recognises that peacebuilders must go beyond “firefighting” techniques that address the symptoms of
untrustworthy information environments and bring in more aspects of cognitive science to peacebuilding
programming that addresses the root causes of disinformation and conflict.

Cognitive science research shows that humans share false information because they are seeking to belong
orto build a reputation, have developed a habit of sharing, have high trust in their information source, have
a strong emotional reaction to the information, or hold a desire to disrupt the social order. Similarly, people
can be susceptible to disinformation narratives when they fail to think critically about the information they
consume, are influenced by their perception of social consensus and their personal or political beliefs,
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repeatedly see false information, or are emotionally manipulated. Thus, peacebuilding responses need to
address the specific motivations or influences of three broad types of actors: disinformation generators,
disinformation spreaders, and disinformation recipients.

Thestudyencourages peacebuilders, policymakers, and platform operatorstoredesign systemsthatamplify
false narratives, create new platformsbuilt on peacebuilding principles, and adoptintegrated approachesto
combatdisinformationandbuildresilience.Withthisinmind, thefollowingrecommendationscomeoutofthis

analysis:

Recommendations

1. Encourage a systems-based strategy for addressing disinformation.

Cross-sector partnerships and intervention strategies are critical in reducing
disinformation’s harms. Funders can support interdisciplinary research and
programming, policymakers can hold platforms accountable for their role in
disinformation amplification, peacebuilders can create diverse communities of practice,
and technologists can integrate proven strategies into platforms.

2. Leverage cognitive science to prioritise preventative programming at the source of disinformation.

Cognitive science demonstrates many of the motivations or susceptibilities humans have
to disinformation. These lessons can inform peacebuilding work to move interventions
beyond “firefighting” initiatives that address the repercussions of disinformation to
ones which tackle disinformation’s root causes. Critical here is localised programming
to address the specific economic or political conflict drivers that make communities
more vulnerable to disinformation.

3. Aim for gender-transformative approaches to disinformation response.

Peacebuilders should protect and increase the resilience of women and marginalised
groups by increasing access to proven programs designed for these groups, while
addressing the role of masculinities and misogyny in disinformation production.

4. Integrate strategies into broader mediation and policy efforts.

&

Practical efforts to reduce disinformation can serve many purposes and have a stronger
impact when integrated into larger strategies. Peacebuilders and their partners should
aim to bring disinformation mitigation tactics into additional spaces of their work, such
as national education curriculums or mediation dialogues.
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5. Decolonise disinformation work by investing in local research and practice.

~

\17

%

~

Many peacebuilders around the world are engaged in practical, effective, and localised
disinformation work. The toolkits and lessons learned from these programs should be
amplified to help other regions benefit from established building blocks, while further
research is completed on local information ecosystems.

6. Advocate for and incentivise tech platform product and policy changes to reduce disinformation.

v

Many disinformation interventions have been validated by existing public research,
such as accuracy prompts and content labelling, which should now be integrated into
all tech platforms to mitigate disinformation’s harms. Policymakers can support this
work by incentivizing implementation and innovation of tactics that promote prosocial
communication.

7. Imagine and design new prosocial tech platforms and build bridges with the technology community.

o

While encouraging change within existing tech platforms, peacebuilders can work
with technologists on designing new ones that control for disinformation’s harms and
promote prosocial values. Technologists and peacebuilders can also work together to
understand the opportunities and harms of existing and new technologies.
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. Framing the topic of disinformation
and peacebuilding

A cross-platform,? coordinated Russian campaign?
against humanitarian workers in Syria to cast
doubt over the evidence of war crimes they are
collecting. The “Disinformation Dozen,” or the
twelve individuals who alone spread 65% of
disinformation about Covid-19 in the United States.
Disinformation-for-hire firms promoting falsehoods
amidst contested elections in Venezuela, Mexico,
and Bolivia.® A sitting U.S. president removed from
Twitter (now X) for inciting violence in the U.S.
Capitol based on false information.” Disinformation
campaigns naming trusted flaggers® “censorship
machines” to engender public scepticism of the
EU’s Digital Services Act. These are all examples of
disinformation on social media that has proliferated
into direct, structural, and cultural violence in
recent years.

Since the creation of social media, it has been
leveraged by malign actors to perpetuate the
spread of disinformation. This is not the sole cause

or responsibility of social media platforms, as
disinformation campaigns have long played a role
in human history. Yet social media’s affordances
of access and scale, and limitations of content
moderation practices, have allowed it to massively
increase the global influence of disinformation.x

This was seen as recently as this month, when Meta
came under intense scrutiny for its decision to end
its fact-checking program on its platforms in the US
in favor of adopting a “community notes” model."
With this new practice, platform users — rather than
the platform itself — are charged with identifying
false information and adding context to misleading
posts, shared
individual posts. The decision immediately sparked
fears about the potential impact this decision
will have on disinformation worldwide, with the
expectation that Meta will likely also suspend its
fact-checking programs in Latin America, Europe,?
and Asia.® Mark Zuckerberg, Meta’s CEO, in part

in crowdsourced “notes” on

2 Cross-platform here refers to how the Russian campaign in Syria operated across multiple social media platforms to fully

pollute the information environment.

3  Wilson, Tom & Kate Starbird 2020. Cross-platform disinformation campaigns: Lessons learned and next steps. Harvard
Misinformation Review. misinforeview.hks.harvard.edu/article/cross-platform-disinformation-campaigns/.

4  The Syria Campaign 2017. Killing the Truth. thesyriacampaign.org/wp-content/uploads/2017/12/KillingtheTruth.pdf.

5  Center for Countering Digital Hate 2022. “The Disinformation Dozen.” drive.google.com/file/

d/101)J0AzKiGG29Y02UaxzDFy63QgxUQ-fz/view.

6  Cryst, Elena, Esteban Ponce de Ledn, Daniel Suarez Pérez & Shelby Perkins 2022. Bolivarian Factions: Facebook Takes Down
Inauthentic Assets. Stanford Internet Observatory. purl.stanford.edu/qb823mb8849.

7  Allyn, Bobby & Tamara Keith 2021. Twitter Permanently Suspends Trump, Citing 'Risk Of Further Incitement Of Violence'. NPR.
npr.org/2021/01/08/954760928/twitter-bans-president-trump-citing-risk-of-further-incitement-of-violence.

8  Trusted flaggers are national actors identified by the DSA with expertise in detecting illegal and harmful content. They are
trusted to submit a report on this content at least once annually, with these reports shown priority by online platforms.

9  Klotsonis, David 2024. Trusted Flaggers in the DSA: Challenges and Opportunities. Center for Democracy and Technology.
cdt.org/insights/trusted-flaggers-in-the-dsa-challenges-and-opportunities/.

10 Benaissa Pedriza, Samia 2021. Sources, Channels and Strategies of Disinformation in the 2020 US Election: Social Networks,
Traditional Media and Political Candidates. Journalism and Media. doi.org/10.3390/journalmedia2040036.

11 Kaplan, Joel 2025. More Speech and Fewer Mistakes. Meta. about.fb.com/news/2025/01/meta-more-speech-fewer-mistakes/.

12 Ramis, Jorge 2025. Latin American Fact-Checkers Brace for Meta's Next Moves. Wired. wired.com/story/hispanic-fact-

checkers-react-meta-disinformation/.

13 Beltran, Sam 2025. Meta’s US fact-checking shutdown sparks fears of disinformation crisis in Asia. South China Morning Post.
scmp.com/week-asia/politics/article/3294518/metas-us-fact-checking-shutdown-sparks-fears-disinformation-crisis-asia.
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attributed the decision to the challenge Meta has
faced in its over-regulation of political content since
2016 given bias in fact-checkers themselves. This
massive disinvestment in fact-checking by Meta,
coupled with its attribution to political bias, is thus
expected to have far-reaching impacts on the global
information environment by undermining user trust
and amplifying opportunities for disinformation to
proliferate.

Meta’s decision will likely amplify additional related
challenges often faced on social media, including
mal- and misinformation, cyber
and hate speech, among others. Each of these
challenges deal with information accuracy and/or
use. For example, malinformation is “information
based on fact but used out of context to mislead,
harm, or manipulate.”® This is innately related
to disinformation, which also aims to mislead or
harm, but through the use of false information.
Both of these types of information can be used in
hate speech, which is language used to discriminate
against an individual or a group based on factors
related to their identity.’s All of these challenges can
then be leveraged in coordinated cyber campaigns
which seek to disrupt functioning society by widely
spreading specific narratives or political agendas.

campaigns,

Therefore, analysis of one of these areas is
never undertaken in isolation, and most, if not
all, peacebuilding responses to disinformation
simultaneously address others from this list. With
that said, this study focuses on disinformation
because the authors view it as a space of
intersection for these related themes. In particular,
this study highlights the specific and unique
ways that peacebuilders contribute to combatting
disinformation and looks to ways that this work
can evolve in the future. It largely does so through
an examination of four case studies on current

I. Framing the topic of disinformation and peacebuilding Il

peacebuilding approaches to disinformation,
highlighting lessons learned from these
experiences. It further includes an exploration
of how cognitive science can help peacebuilders
understand human susceptibility to disinformation
so this community can design better programs and
policies to address root causes. This all culminates
in a series of practical recommendations on how
the field can develop this work.

Defining disinformation

Disinformation refers to false or misleading
information that is created and disseminated with
“malign intent and is shared in order to cause
harm.”*® This includes the direct harm caused by
intentionally spread falsehoods about individuals,
groups, or events, and indirect harms, such as
casting doubt on information ecosystems, eroding
trust in institutions, and undermining democracy.”
The objectives of disinformation are multiple,
ranging from manipulation and radicalisation,
discrediting or diminishing opponents,
exacerbating existing by pitting
groups against each other, creating confusion,
reducing empathy, or contributing to post-truth
environments.

conflicts

The malign intent is what distinguishes
disinformation from misinformation. While
misinformation also pertains to false or misleading
information, it does not require malintent from
its creators or disseminators. As peacebuilding
scholars Kristina Hook and Ernesto Verdeja
note, though, “the boundaries are porous...many
purveyors of misinformation believe what they
are sharing and are not intentionally spreading
false information.”® One malicious actor may

intentionally share disinformation, which then

14 CISA. Mis-, Dis-, and Malinformation. cisa.gov/sites/default/files/publications/mdm-incident-response-guide_508.pdf.

15 United Nations. What is hate speech? un.org/en/hate-speech/understanding-hate-speech/what-is-hate-speech.

16 Brooks, Adrienne, Will Ferroggiario & Lisa Inks 2021. Social Media, Conflict, and Peacebuilding: Issues and Challenges. Mercy
Corps. mercycorps.org/sites/default/files/2022-01/Social-Media-Discussion-Paper-9-Dec-1.pdf

17 Starbird, Kate 2019. Disinformation’s spread: bots, trolls and all of us. Nature. nature.com/articles/d41586-019-02235-x.

18 Hook, Kristina & Ernesto Verdeja 2022. Social Media Misinformation and the Prevention of Political Instability and Mass
Atrocities. Stimson Center. stimson.org/2022/social-media-misinformation-and-the-prevention-of-political-instability-and-mass-

atrocities/.
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gets reshared thousands of times by unsuspecting
users, or another actor may weaponise a piece of
widely accepted misinformation and turn it into
disinformation; the two forms of manipulation
are responsive to each other. This is particularly
true in conflict settings. A UN panel in South
Sudan reported that “social media has been used
by partisans on all sides...to exaggerate incidents,
spread falsehoods and veiled threats or post
outright messages of incitement,” a clear example
of politically-motivated disinformation becoming
misinformation when reshared widely by local
social media users.®

This case in Sudan demonstrates one type of
actor who engages in disinformation creation and
spread, namely governments, their proxies, or
conflict actors serving to disrupt or maintain the
current political agenda. A report from the Oxford
Internet Institute found that 81 governments
and political parties used social media to spread
political disinformation in 2020 alone.* Other
examples include foreign actors interfering in
another country to disrupt functioning society,
with much international attention given to Russia
in this respect;* actors seeking to make financial
gain through sharing disinformation,* typically
through participation in troll farms;® and actors
amplifying a specific point of view or ideological
agenda, or some combination thereof.

The role of peacebuilders

A policy brief from CeMAS funded by the Alfred
Landecker Foundation offers a series of perspectives
from actors engaged in disinformation response,
namely the information, security, technological,
social science, and democracy spaces.? The authors
point out that an integrated approach drawing on
perspectives from each of these spaces is required
to systematically respond to disinformation.
For example, social science helps explain the
nature, spread, and impact of disinformation so
that it can be contained more effectively. Policy
recommendations utilise this explanation to
promote better responses to disinformation, such
as citizen media literacy. A democracy-centered
perspective maintains focus on institutional trust
and the concept of truth. In place of short-term
impact, interventions in this area aim for resilient
societies in the long term.

Adding to this list, we offer a peacebuilding
lens. From a peacebuilding perspective,
disinformation is a threat to social cohesion;
undermines trust in individuals, communities,
and institutions; and furthers global
violence and structural harms. The first lesson
peacebuilders learn is that peace is not just
the absence of violence,® rather that building
a thriving prosocial world requires promoting
human flourishing. Disinformation detracts from
this vision of a peaceful world. Responses to
disinformation from this perspective therefore take

19 Knopf, Payton, Andrews Atta-Asamoah, Andrei Kolmakov, Ann Oosterlinck & Klem Ryan 2016. Letter dated 15 November 2016
from the Panel of Experts on South Sudan established pursuant to Security Council resolution 2206 (2015) addressed to the
President of the Security Council. United Nations Security Council. documents.un.org/doc/undoc/gen/n16/350/68/pdf/

n1635068.pdf.

20 Bradshaw, Samantha, Hannah Bailey & Philip Howard 2021. Industrialized Disinformation: 2020 Global Inventory of
Organised Social Media Manipulation. Working Paper 2021.1. Oxford, UK: Project on Computational Propaganda. demtech.oii.ox.
ac.uk/wp-content/uploads/sites/12/2021/02/CyberTroop-Report20-Draft9.pdf.

21 Meaker, Morgan 2024. Russia Is Targeting Germany With Fake Information as Europe Votes. Wired. wired.com/story/european-

union-elections-russia-germany-disinformation-campaigns/.

22 Scholtens, Michael, Pedro Pizano, Max Karpawich & Guthrie Kuckes 2024. The Disinformation Economy. The Carter Center.
cartercenter.org/resources/pdfs/news/peace_publications/democracy/the-disinformation-economy-mccain-may-2024.pdf.

23 Silverman, Craig & Lawrence Alexander 2016. How Teens In The Balkans Are Duping Trump Supporters With Fake News.”
Buzzfeed News. buzzfeednews.com/article/craigsilverman/how-macedonia-became-a-global-hub-for-pro-trump-misinfo#.

rhNWoPjEbG.

24 Lamberty, Pia & Lea Friihwirth 2023. Information manipulation as a complex challenge. CeMAS. cemas.io/en/publications/
integrative-model-disinformation/2023-06-14_Policy_Brief_Integrative_model_disinformation.pdf.

25 Galtung, Johan 1967. Theories of Peace: A Synthetic Approach to Peace Thinking. Oslo: International Peace Research Institute.
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a whole-of-system approach, aiming to transform
settings in which disinformation exists, mediate
between parties involved in disinformation, and
prevent disinformation from occurring in the first
place.

skills

Multiple peacebuilding strengths and

critically relate to this perspective:

i -

1. Conflict analysis and transformation -
Defined by Berghof Foundation as “a complex
process of constructively changing relationships,
attitudes, behaviours, interests and discourses in
violence-prone conflict settings [that] addresses
and changes underlying structures, cultures and
institutions that encourage and condition violent
political and social conflict over the long term.”?
Conflict transformation does not aim to eliminate
conflict, but to improve the state of conflict from
violence to justice.”

©)
1

[

||
o
1T

2. Mediation and dialogue — In peacebuilding
this is typically seen in the context of peace
agreement negotiation, where peacebuilders sit
within often seemingly intractable conflicts to
produce proactive peace.?® Success in mediation
draws on additional peacebuilding strengths, such
as community building, the creation of inclusive
spaces for dialogue, and multilateralism.

I. Framing the topic of disinformation and peacebuilding Il

3. Reconciliation — Reconciliation moves past
resolving conflict disputes to fostering long-term
healing and social cohesion amongst impacted
parties. As defined by the United States Institute for
Peace, “reconciliation is the long-term process by
which the parties to a violent dispute build trust,
learn to live cooperatively, and create a stable
peace. It can happen at the individual level, the
community level, and the national level.”»

4. Storytelling - Stories have a profound
influence over the human imagination and allow
people to perceive and understand cultures,
communities, and conflicts in a more accessible
way. Peacebuilders recognise this as a potential
tool for change, as noted by Kirthi Jayakumar,
“storytelling is ...[a] means by which a community
might examine values embedded in its traditional
stories with an eye to abandoning strife” that
allows for bridge building through experienced
mutuality.®

\\\II//

5. Moral imagination - John Paul Lederach
writes that peacebuilders have skills in “moral
imagination,” which he understands as “the
capacity to imagine something rooted in the
challenges of the real world yet capable of giving

26 Berghof Foundation 2020. Berghof Glossary on Conflict Transformation: 20 Notions for Theory and Practice. yumpu.com/en/
document/view/63621335/berghof-glossary-on-conflict-transformation.

27 Clements, Kevin 2004. Towards Conflict Transformation and a Just Peace. In: Austin, A., Fischer, M., Ropers, N. (eds)
Transforming Ethnopolitical Conflict. VS Verlag fiir Sozialwissenschaften, Wiesbaden. doi.org/10.1007/978-3-663-05642-3_21.

28 Kriesberg, Louis, Terrell Northrup & Stuart Thorson 1989. Intractable Conflicts and Their Transformation. Syracuse University Press.

29 United States Institute of Peace. Reconciliation: Truth, Justice, Peace, Mercy. usip.org/public-education-new/reconciliation-

truth-justice-peace-mercy.

30 Jayakumar, Kirthi 2015. Storytelling for peace. Peace Insight. peaceinsight.org/en/articles/storytelling-

peace/?location=&theme=culture-media-advocacy.
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birth to that which does not yet exist.”3* This is a
unique type of creativity, which accepts existing
conflict but is unafraid to radically reimagine what
a prosocial society could look like within that
context.

Each of these skills plays a unique role as
peacebuilders respond to the lifecycle of
disinformation, from its creation, to its spread, and
ultimately to its lasting impact on society. They
also complement the skills utilised by other actors
engaged in disinformation response.

To demonstrate this integrated approach, the
authors adapt the hypothetical example shared in
the brief of the nonprofit Center for Monitoring,
Analysis, and Strategy (CeMAS), in which Russia
spreads disinformation about Ukrainian refugees
setting fire to homes in Germany in order to disrupt
functioning society. From the peacebuilding
perspective, this disinformation is likely to detract
from prosocial flourishing in German and Ukrainian
communities, as well as aid in the normalisation
of discrimination against Ukrainian refugees
worldwide. Therefore, this scenario requires a
peacebuilding response. The orange arrows on
the graph represent interventions that actors from
the CeMAS list might undertake in response to
this type of disinformation. The green arrows are
additions by the authors of this study to illustrate
the peacebuilding perspective and possible
interventions, though it is important to note that
this is not an exhaustive list.

31 Lederach, John Paul 2005. The Moral Imagination: The Art and Soul of Building Peace. New York: Oxford University Press.
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Application of the integrative approach for dealing with a narrative
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Figure 1: Complementary Peacebuilding Approaches to Addressing Disinformation Lifecycle, adapted from CeMAS 32

From the CeMAS approach, the social science
perspective aids in understanding motives,
backgrounds, and tools used by the conflict
actor, Russia; the security perspective advocates
for sanctions against Russia; the technology
perspective encourages platform changes and
regulation; the information perspective works on
inoculation and fact-checking programs; and the
democracy perspective works on trust-building
programming. The peacebuilding approach aligns
well with these goals. For example, to assist in the
democratic strengthening of trust in institutions,
peacebuilders can lead storytelling campaigns to
influence public perception of Ukrainian refugees

and rebuild public support of institutions and

immigration policy. Given strengths in mediation,
they can also host trust-building dialogues with
conflict actors to understand their motivations
behind disinformation creation and with impacted
stakeholders to understand disinformation
spread and the harms caused, which together can
inform recommendations made by the technology
perspective to platforms for regulation and
redesign. In unpacking disinformation spread from
the perspective of Ukrainian refugees and local
populations, these dialogues should ideally bring
to light any manufactured mistrust between these
communities and allow the community to begin
rebuilding social cohesion.

32 Lamberty, Pia & Lea Friithwirth 2023. Information manipulation as a complex challenge. CeMAS. cemas.io/en/publications/
integrative-model-disinformation/2023-06-14_Policy_Brief_Integrative_model_disinformation.pdf.
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This ability to build trust and convene stakeholders
is critical in peacebuilding responses to
disinformation, as it allows peacebuilders to gather
community intelligence and synthesise points of
commonality to reimagine society. This is the moral
imagination and conflict transformation in action,
which is a process that undoubtedly involves
stakeholders from tech platforms, security and
information spheres, democratic institutions, and
social science.

The role of platforms

While  understanding the unique skills
peacebuilders hold in disinformation response,
it is also critical to understand the technology
landscape within which that response operates.
Social media platforms amplify disinformation
through their design and their ineffective content
regulation policies. On design, platforms such as
Facebook and Instagram are criticised for their
algorithms which reward exploitative content?
and equate content popularity with legitimacy,*
their content display methods which often hide
or remove context associated with content,® their
mechanisms for seamlessly resharing content
regardless of accuracy,** and much more. On policy,
numerous studies have proven that the emphasis
on content moderation is ineffective, exacerbated
by the fact that these departments are consistently

understaffed and force employees to work in
harsh conditions,” bad at detecting borderline or
reclaimed3® speech, governed by biased content
regulation,® and distant from product design
teams.*

These platform critiques provide opportunities
for peacebuilding against
disinformation. Puig
Larrauri of BuildUp and Maude Morrison of the
Centre for Humanitarian Dialogue (HD) understand
that technology creates the enabling conditions
for conflict drivers that disrupt social cohesion,
and outline a series of digital conflict drivers and
potential levels of peacebuilding response. The
pyramid below represents their framework.

interventions

Peacebuilders Helena

The top layer of the pyramid represents the most
visible signals of conflict dynamics on social
platforms. The subsequent layers move deeper
into the root causes, motivations, and issues
related to the conflicts themselves. As shown,
disinformation is in the second layer, given its less-
visible nature to the average social media user,
but strong ability to contribute to and reinforce
conflict. At the lower levels are more abstract
topics such as human communication and human
neurology, because, as noted by Puig Larrauri and
Morrison, “digital conflict drivers touch on some
of the deepest roots of the human condition —

33 Bundtzen, Sara 2022. “Suggested for You”: Understanding How Algorithmic Ranking Practices Affect Online Discourses and
Assessing Proposed Alternatives. Institute for Strategic Dialogue. isdglobal.org/wp-content/uploads/2022/12/Understanding-
How-Algorithmic-Ranking-Practices-Affect-Online-Discourses-and-Assessing-Proposed-Alternatives.pdf.

34 Deb, Anamitra, Stacy Donohue & Tom Glaisyer 2017. Is Social Media a Threat to Democracy?. The Omidyar Group.
omidyargroup.com/wp-content/uploads/sites/7/2017/10/Social-Media-and-Democracy-October-5-2017.pdf.

35 Krafft, Peaks & Joan Donovan 2020. Disinformation by Design: The Use of Evidence Collages and Platform Filtering in a Media
Manipulation Campaign. Political Communication. doi.org/10.1080/10584609.2019.1686094.

36 Allen, Jeff 2022. Misinformation Amplification Analysis and Tracking Dashboard. Integrity Institute. integrityinstitute.org/blog/

misinformation-amplification-tracking-dashboard.

37 Stackpole, Thomas 2022. Content Moderation Is Terrible by Design. Harvard Business Review. hbr.org/2022/11/content-

moderation-is-terrible-by-design.

38 Borderline speech refers to language that does not break platform community standards guidelines, but is considered
inappropriate in conventional standards. Reclaimed speech refers to words and phrases previously used as slurs or insults against
a community that have been taken back by that community for use in empowering or neutral ways.

39 Heldt, Amélie 2020. Borderline speech: caught in a free speech limbo?. Internet Policy Review. policyreview.info/articles/

news/borderline-speech-caught-free-speech-limbo/1510.

40 Endres, Dorothea, Luisa Hedler & Kebene Wodajo 2023. Bias in Social Media Content Management: What Do Human Rights

Have to Do with It? AJIL Unbound. doi:10.1017/aju.2023.23.

41 lyer, Ravi 2022. Content Moderation is a Dead End. Designing Tomorrow. psychoftech.substack.com/p/content-moderation-is-

a-dead-end.
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Figure 2: Pyramid of Digital Conflict Drivers and Respective Peacebuilding Responses, adapted from Build UP #?

our mode of communication, our neurology and, Peacebuilders have established several invaluable

ultimately, how we live together.”s As will be
discussed later in this paper, this framework aids
in demonstrating how understanding the human
response to disinformation can help inform
practical approaches to combat it.

methodologies relevant to issues toward the top of
this pyramid, but focusing only at the top prevents
the ability to manage the roots of the conflict
itself, or those lower layers of the pyramid. As
peacebuilders gain more experience combatting
disinformation, it’s time to take stock of what has
been learned and encourage the peacebuilding
community to design programs that address issues
further down the pyramid.

42 Puig Larrauri, Helena & Maude Morrison 2022. Understanding Digital Conflict Drivers. In: Hoda Mahmoudi, Michael Allen &
Kate Seaman (eds). Fundamental Challenges to Global Peace and Security. Palgrave Macmillan. doi.org/10.1007/978-3-030-79072-1_9.

43 Ibid.
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I. The landscape of peacebuilding
interventions against disinformation

Peacebuilders have been working on responding
to disinformation’s harms for
understanding the challenges it proposes to social
cohesion, functioning democracies, and conflict
patterns. Current approaches include a focus on
building communities resilient to polarisation
and online harms, such as BuildUp’s Digital Maps
program in the MENA region,“ the United Nation’s
Kinshasa Digital Army,% and Search for Common
Ground’s Digital Community Stewards course.
They also include “games for peace” such as Gali
Fakta, developed by researchers in the United
States and Indonesia.#” During COVID-19, many
peacebuilders aided in the facilitation of online
storytelling and fact-checking movements to
combat disinformation, as seen in countries such

many years,

as Burundi®® and Finland.® Peacebuilders have
also worked with technical developers to create
tools to report disinformation, such as the Sentinel
Project’s Hagiga Wahid in South Sudan.*® Prior case
studiess! have examined some of these approaches,

as well as others from the broader disinformation
response landscape, and this section aims to add to
that discourse.

The approaches below have all identified entry
points to combat the challenge of disinformation
to varying degrees of success and impact.
Despite these efforts, disinformation, and
human susceptibility to it, persists. Further, the
potential risks of new technologies, particularly
Artificial Intelligence (AI), are now gaining the
attention of peacebuilders, which will inform
and influence future disinformation responses.
The following case studies come from interviews
with four peacebuilding organisations about their
approaches to disinformation.

44  BuildUp & British Council 2022. Digital Maps Reports. howtobuildup.org/wp-content/uploads/2023/02/DMaps_Report_2022.pdf.
45  United Nations 2023. Building a digital army: UN peacekeepers fight deadly disinformation. news.un.org/en/

story/2023/08/1139682.

46 Priscilla, Dharini 2022. About the Digital Community Stewards Training. cnxus.org/resource/about-the-digital-community-

stewards-training/.

47 Facciani, Matthew, Denisa Apriliawati & Tim Weninger 2024. Playing Gali Fakta inoculates Indonesian participants against false
information. misinforeview.hks.harvard.edu/article/playing-gali-fakta-inoculates-indonesian-participants-against-false-information/.

48 Anderson, Miriam & Madeline Eskandari 2024. Fake News and Gendered Public Labor: Burundian Peace Activists Combat

COVID-19 Disinformation. doi.org/10.1093/isr/viae041.8.

49 Heikkild, Melissa 2020. Finland taps social media influencers during coronavirus crisis. politico.eu/article/finland-taps-

influencers-as-critical-actors-amid-coronavirus-pandemic/.

50 The Sentinel Project 2020. Managing Misinformation to Build Peace in South Sudan. reliefweb.int/report/south-sudan/

managing-misinformation-build-peace-south-sudan.

51 Bateman, Jon & Dean Jackson 2024. Countering Disinformation Effectively: An Evidence-Based Policy Guide. Carnegie
Endowment for International Peace. carnegie-production-assets.s3.amazonaws.com/static/files/Carnegie_Countering_

Disinformation_Effectively.pdf.
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Vote: Women and Future of Work

Where & when: Pan-African, 2021-present
Organisation: Pollicy

Type of Intervention: Resiliency Programming
Interviewed: Bonnita Nyamwire, Director of Research

Pollicy, a feminist collective of technologists, data
scientists, creatives, and academics, conducted a
research project ahead of the 2021 general elections
in Uganda. It found that women politicians
were more likely to experience online violence,
disinformation, and hate speech than their male
counterparts, and werelesslikely to use social media
platforms, such as Twitter and Facebook, to engage
with their constituents.’? Digging into that online
violence, they found that mis- and disinformation
as a form of violence tended to utilise harmful
gender stereotypes in their narratives, prompting a
critical response. This sparked the creation of two
programs: Vote: Women and Future of Work.

Vote: Women is a program that focuses on
women in political leadership, equipping them
with digital literacy skills while raising awareness
about technology-facilitated gender-based
violence, including gendered disinformation.?
The focus on equipping women with digital literacy
skills, as opposed to addressing the perpetrators
themselves, came from a recognition that current
cybersecurity laws preventing online harassment
in countries such as Uganda have not adequately
ended the current abuse of women online.>* Thus,
women need to be prepared to protect themselves
on the platforms as they currently exist while
policymakers can demand legal interventions
for better platform regulation in the future. Vote:
Women’s first cohort included 20 women in Uganda

and 20 in Tanzania, who for 6 months engaged
in a curriculum on digital safety, digital content
creation, stakeholder engagement, and online
campaigns. The second round of the program
expanded to include 30 women in the cohorts and
added Senegal as a participating country given their
upcoming elections. One important aspect of this
approach is the access these participating women
have inside the government. For example, Doreen
Nyanjura, the Deputy Lord Mayor of Kampala,
has participated in the course and can bring the
learnings into her office and her interactions with
other female politicians.

The Future of Work program takes a similar
curriculum-based approach, but focuses on
women in the media, given that they are also often
exposed to online harms. The content covers
digital storytelling, social media management,
online advocacy and safety, and content creation. It
operates in seven countries, namely Mozambique,
the Democratic Republic of the Congo, Uganda,
Kenya, Tanzania, Cameroon, and Senegal. The
program has also developed an Afro-feminist
scorecard*® for each participating country to assess
their progress towards an equitable internet for
all, including actions civil society organisations,
government, and private sector organisations may
take to assist this work.

There are three main challenges faced within both
programs. First, limitations in funding mean that
the programs primarily reach women in urban
areas even though Pollicy’s research shows there
is a wide gender divide between urban and rural
women in terms of digital access and digital literacy.
This means that women in rural areas are more
susceptible to online harms such as disinformation
and technology-facilitated gender-based violence.
Second, there are limits to focusing on women and

52 Kakande, Arthur, Garnett Achieng, Neema lyer, Bonnita Nyamwire, Sandra Nabulega & Irene Mwendwa 2021. Amplified
Abuse: Report on Online Violence Against Women in the 2021 Uganda General Election. Pollicy. vawp.pollicy.org/.

53 Pollicy 2021a. Vote: Women. votewomen.pollicy.org/.

54 Offiong, Adie Vanessa 2023. 'People find us easy targets': Women politicians face a torrent of online abuse but say they won't
stop their work. CNN. cnn.com/2023/05/25/africa/uganda-women-politicians-online-abuse-as-equals-intl-cmd/index.html.

55 Pollicy 2021b. Future of Work. pollicy.org/futureofwork/the-idea/.
56 Nyamwire, Bonnita & Dércio Tsandzana 2024. Afrofeminist Internet Scorecard. Pollicy. pollicy.org/futureofwork/wp-content/

uploads/2024/08/Afrofem-Internet-Scorecard.pdf.
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not broadening the scope to include girls. Access to
these trainings, inclusion in spaces such as Pollicy’s
annual DataFest conference, and an increase of
in-classroom digital education must increase for
younger generations. Third, the majority of the
training content has been developed in English,
so there is a need to consider languages such as
French and Swabhili, which are commonly used in
countries where the program may be implemented.

expansion of the program. Bonnita Nyamwire
notes that “in most of the global South countries,
... you find that the challenges for women are the
same: access to digital technology, a digital gap
in use of digital technology, barriers from using
smartphones. They are all almost all the same, so a
multi-pronged approach to address these barriers,
as well as language used in digital literacy training,
can be adopted.”>

Looking beyond the African continent, more
languages could be adopted to allow for broader

Games as a resiliency tool against disinformation

To respond directly to the challenge of fake news and disinformation, Pollicy also developed a tool
called the Choose Your Own Fake News Game.>® It is a simple “choose your own adventure” game meant
to educate online users on the potential harms of mis- and disinformation. Players choose between three
characters and make choices based on localised scenarios. For example, “Jo is a 35-year-old shopkeeper
from Kitatele who provides phone charging services and loves talking about politics.” Players help Jo
navigate election rumours that stoke violence in his neighbourhood. Unfortunately, developing games
like this is expensive and hard to scale. Pollicy found that not many people interacted with this game
because of the urban-rural digital divide in East Africa.

Similarly, psychologists Jon Roozenbeek and Sander van der Linden developed the Breaking Harmony
Square game.>* They describe the approach as psychological “inoculation,” like a vaccine: by being exposed
to techniques used to spread disinformation, players build up resilience to these practices. A research
experiment proved the game to be effective at increasing players’ confidence in assessing misinformation
and decreasing their chance of resharing it.%° Despite this positive assessment, researchers do not agree
on the overall effectiveness of this approach.

57 Nyamwire, Bonnita, (Director of Research at Pollicy), Personal interview by author. Virtual, November, 28, 2024.
58 Pollicy 2020. Choose Your Own Fake News Game. chooseyourownfakenews.com/.
59 Roozenbeek, Jon & Sander van der Linden 2020a. Breaking Harmony Square. harmonysquare.game/.

60 Roozenbeek, Jon & Sander van der Linden 2020b. Breaking Harmony Square: A game that “inoculates” against political
misinformation. Harvard Misinformation Review. misinforeview.hks.harvard.edu/article/breaking-harmony-square-a-game-that-
inoculates-against-political-misinformation/.

61 Modirrousta-Galian, Ariana & Philip Higham 2023. Gamified inoculation interventions do not improve discrimination between
true and fake news: Reanalyzing existing research with receiver operating characteristic analysis. Journal of Experimental
Psychology. doi.org/10.1037/xge0001395.
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Reducing Online Conflict Community

Where & when: Nigeria, 2024

Organisation: Mercy Corps

Type of Intervention: Stakeholder Convening
Interviewed: Adrienne Brooks, Senior Advisor for
Technology, Peace, & Governance

In February 2024, Mercy Corps convened the
first-ever Reducing Online Conflict Community
(ROCC) meeting in Abuja, Nigeria.®? The convening
followed over six months of careful stakeholder
mapping of the digital information ecosystem
in Nigeria, which ultimately brought together
individuals representing over 30 organisations
and perspectives. This included representatives
from local civil society organisations, international
NGOs, social media platforms, fact-checkers,
journalists, and influencers. Their collective goal:
understanding the online harms in the country,
including disinformation, and their shared work
in addressing these harms. By bringing together
stakeholders who do not traditionally work
together, the ROCC allowed each to see their role
as part of a greater system, identifying gaps and
pathways forward in collaboration.

This goal returned three established outcomes,
namely an overall report of Nigeria’s information
ecosystem,® a report on best practices in addressing
social media harms,* and an advocacy priorities
document streamlining the language used by
different stakeholders in their various response
silos.% Each was crafted in the months following
the February meeting by the sub-committees
established at that session. While the best practices
document came together quickly given each
representative’s extensive history of working in this
space, the advocacy document took many months

of conversation to align the various narrative tools
each organisation utilises. The intentional time
spent on its creation meant that new voices, such
as the local influencers, were represented and
amplified on a country-wide scale in a new way.
This time also built strong, trusting relationships.
Members of the group continue to meet regularly,
beyond the completion of the project, to explore
new collaborations.

This level of cross-sector networking was
the critical success of the convening and key
learning for future projects. The variety of
perspectives in the room - a unique approach for
Mercy Corps and their peers, who typically work
with local peacebuilding organisations - allowed
people to understand how their work fits into a
broader ecosystem of actors and encouraged them
to connect with actors beyond their current focus
areas. This approach could be better supported by
funders, who typically focus on response efforts
such as media literacy training, which, while
important, ultimately reinforces existing silos
between organisations and misses opportunities for
creative collaboration. This systems approach has
been seen in other conflict response spaces, such
as a renewed focus on resiliency that has brought
together representatives from the economic,
agricultural, and governance sectors, and would
benefit work addressing online harms and their
impacts as well.

62 Mercy Corps 2024a. The Reducing Online Conflict Community. mercycorps.org/research-resources/reducing-online-conflict-

community.

63 Mercy Corps 2024b. Nigeria’s Digital Peacebuilding Ecosystem. mercycorps.org/research-resources/nigerias-digital-

peacebuilding-ecosystem.

64 Mercy Corps 2024c. Showing Up for Digital Peace. mercycorps.org/research-resources/showing-up-for-digital-peace.

65 Mercy Corps 2024d. Advocacy Priorities - The Reducing Online Conflict Community. mercycorps.org/advocacy-priorities-

reducing-online-conflict.
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#vrschwrng and Digital.Truth

Where & when: Germany, 2020 — 2024
Organisation: Berghof Foundation

Type of Intervention: Educational Programming
Interviewed: Nicole Rieber, Head of Peace Education
Unit

#vrschwrng is an interactive toolkit in development
since 2020 by Berghof Foundation which aims to
equip youth aged 16 to 20 with skills to identify,
address, and emotionally respond to conspiracy
theories.®® It was born out of a previous project
from Berghof Foundation on hate speech and
disinformation, which identified an uptick in
conspiracy theories in Germany with the advent
of the COVID-19 pandemic and a subsequent
opportunity for response.

Conspiracy theories can be vehicles for
disinformation and play a similar role in the
deterioration of trust in institutions and news
online.” Using a common peacebuilding analogy,
Nicole Rieber compared conspiracy theories to an
onion: the layers represent a series of false facts
or rumours related to an event or individual, with
the outer layers being smaller falsehoods that
build into the inner layers of an abstruse theory.
Disinformation can play a role in building these
layers by lowering individuals’ abilities to identify
false information or lowering the barriers to belief
in wild theories. Ultimately, “conspiracy theories
are the psychological mechanism addressing
the specific needs of people, and of course,
disinformation can also do that but doesn’t
have to,” as Rieber commented. Many techniques
used to respond to conspiracy theories also work
against disinformation, namely, critical thinking
and resiliency against falsehoods.

These skills are taught in the toolkit’s curriculum,
which is shared with youth in peer-to-peer
workshops based on five primary topics: conspiracy
theories, conspiracy theories and their dangers,
conspiracy theories and social media, dealing with
conflicts and conspiracy theories, and democracy
and peaceful coexistence. The content for each
session is developed in a participatory process
whereby the students tailor the course to relevant
information for their context. The workshop has
been held about 130 times across Germany, reaching
around 3000 youth, and initial external monitoring
reports from the University of Mainz are returning
positive results.

A critical finding from the first few years of student
exchanges was that students did not have spaces
at home or school to talk about these topics. Thus,
#vrschwrng inspired the Digital.Truth project,
which facilitates intergenerational workshops on
conspiracy theories and disinformation between
youth and their parents or teachers.®® One iteration
of the dialogue revealed that “young people...
[were] afraid of what the parents and the
teachers do online because they have no media
literacy, and the parents and the teachers were
scared of what their children do.”*

The primary challenge to this work is funding, as
the current project collaboration for both projects is
due to expire at the end of the year. Opportunities for
flexible funding are critical to ensuring the lasting
impact of these interventions. Additionally, the
training sessions are only run for one day, whereas
skills such as critical thinking and resiliency need
to be practised consistently to take hold in online
users. Policymakers and educators should consider
implementing these skills in daily curriculums.

According to Rieber, while