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Executive summary

This paper fills a gap in existing literature and practice where intersectional feminist approaches to technology meet intersectional feminist approaches to peacebuilding. Scholars and practitioners have explored how an intersectional feminist perspective delivers more impactful peacebuilding. They have also explored how an intersectional feminist perspective on digital technology mitigates bias and harm. This explorative study investigates how these two perspectives intersect in digital peacebuilding. In other words, we explore how a theoretical framework that seeks to analyze how different aspects of social and political identities create unique but often overlapping forms of discrimination can amplify the opportunities and reduce the risks of digital peacebuilding.¹

An intersectional feminist lens refers to an (analytical and practice-oriented) perspective that makes power asymmetries and imbalances of power visible and points to multiple and overlapping forms of oppression due to race, income, age, religion, ability and other factors.

Digital approaches to intersectional feminist peacebuilding

How can the design and implementation of digital peacebuilding contribute to the strategic goal of adding an intersectional feminist lens to peacebuilding? Ideally, this can happen in four broad categories:

Building better relationships of trust

Digital communication tools can contribute to a shared community identity and social cohesion. Peacebuilders can use this to build trust that cuts across identities and experiences of marginalization. Digital means can provide a platform for those who might not otherwise speak up in a process, allow for side conversations with those who need to build trust towards a process, and offer anonymous ways to express how marginalization plays out in a situation.

Broadening participation and ownership

Digital technologies can offer new and different ways to increase opportunities for participation by people facing overlapping forms of discrimination. To overcome some of the barriers present in the offline space, digital messaging platforms can give people online access to join discussions, cutting across class, mobility and social status lines, opening up processes and helping to hold leaders accountable. Critically, digital means can also support adequate participation by people previously marginalized in process design – not only during implementation.

¹ Digital peacebuilding refers to the use of digital technologies towards a peacebuilding objective, and the use of peacebuilding approaches in response to digital conflict drivers.
Ensuring better safety and security

Digital means can address identified intersectional concerns related to online or offline harassment or intimidation in a targeted way. Peacebuilders can use them to carve out anonymous safe spaces online to accompany both online and offline processes, to surface content that might have stayed invisible, and to expand subtle ways of reaching people facing marginalization.

Challenging existing power and oppression

Digital technology makes organizing easier, and in so doing can shift the balance of power. Peacebuilders can collaborate with the activists emerging through new forms of digital organizing to equalize offline power dynamics. Furthermore, social media in particular can build larger constituencies of peace activists, coalescing on intersectional and international allyship among people facing the same forms of oppression in a way that transcends borders and other dividing forces.

Digital peacebuilding for intersectional technology harms

How can the design and implementation of intersectional feminist peacebuilding ensure that digital technologies do not reinforce existing inequalities and the marginalization of individuals or groups?

Rectifying biased data collection

Peacebuilders can challenge and correct the identity-based biases that show up in digital data collection, by examining and challenging power, embracing pluralism, and elevating emotions, for example. Changing the means of data collection can also make data more accessible to people facing discrimination. In addition, peacebuilders can offer alternatives to biased artificial intelligence by applying participatory action research to the design of machine learning for social media analysis on conflict dynamics.

Confronting access discrimination

The choice of technology and an assessment of digital literacy needs can help address intersectional access hurdles. Peacebuilders can go where people already have access – online or offline – to overcome barriers. They can also provide different options for accessing a technology to take into account layers of discrimination. Offering digital literacy alongside a peacebuilding activity is another way to confront marginalization.

Countering exposure risks online

Strategies to minimize the effects of surveillance and shield people from retaliation have the potential to remedy some of the intersectional vulnerabilities present in digital spaces. Peacebuilders can use creative scheduling to avoid time-specific risks to specific groups, for example. Digital organizing helps counter attempts to surveil
individuals at risk of multiple forms of discrimination. In addition, digital peacebuilding methods can reclaim digital space for those who have been pushed out by cyberbullying.

**Dampening explicit attempts to harm**

Peacebuilding approaches can be used to intervene in digital spaces where marginalization happens, confronting harm head on. In addition, digital peacebuilding methods can be used to correct perceptions distorted by algorithms that privilege hateful content, to counter attempts to abuse the distortion for political gain.

**Recommendations**

This paper offers the following project cycle-based recommendations on how to design digital approaches that make peacebuilding more intersectional, and on how to ensure that digital technologies do not reinforce existing inequalities and power asymmetries.

**During (human-centered) design ...**
- Include people with identity intersections relevant to the project in design and testing – from the start.
- Make team-wide intersectional analysis a standard practice to build the capacities of team members who are privileged at several intersections.
- Always prioritise people’s (online) safety and security over ambitions to understand and address marginalization at taboo intersections.
- Draw inspiration from (online and offline) self-organizing among groups affected by multiple layers of discrimination.
- Examine – and complement – datasets, asking who collected the data, how and what the impacts are, and making biases in datasets explicit.
- Don’t shy away from moving a process fully offline if marginalized groups are completely excluded from online spaces.

**During intervention ...**
- Provide distinct, asynchronous digital alternatives to existing offline dialogue or mediation forums – and offline alternatives to online processes.
- Set up diverse and personal communication channels with participants that respond to the specific online safety and security concerns of people facing discrimination.
- Ensure explainability in everything to prevent the perception of a “black box” for unfamiliar tech tools.

**To influence policy ...**
- Share knowledge about discriminatory design of technology with those who can influence and change policies, technologies or institutions – be they policy makers, platforms, or developers.
- Find allies in fields adjacent to intersectionality and peacebuilding, and document learnings.

**When funding digital peacebuilding ...**
- Donors should require (and challenge) intersectional analysis for any (digital peacebuilding project to correct disincentives in current proposal processes.
- Donors need to allow for more funding flexibility and generous timelines to enable emergent project design and give the space to change course mid-way.
- Donors should enable peacebuilders’ access to tech companies to enable them to share insights with them.
1. Why intersectional feminist digital peacebuilding?

“If we aren’t intersectional, some of us, the most vulnerable, are going to fall through the cracks.”
Kimberlé Crenshaw

This paper fills a gap in existing literature and practice where intersectional feminist approaches to technology meet intersectional feminist approaches to peacebuilding. Scholars and practitioners have explored how an intersectional feminist perspective delivers more impactful peacebuilding. They have also explored how an intersectional feminist perspective on digital technology mitigates bias and harm. This study investigates how these two perspectives intersect in digital peacebuilding. In other words, it explores how a theoretical framework that seeks to analyze how different aspects of social and political identities create unique ways of discrimination can amplify the opportunities and reduce the risks of digital peacebuilding.

In order to explore this complex interface, this paper asks the following questions:

- How are intersectionality, peacebuilding and digital peacebuilding defined? (Section 1.1)
- What are the strategic goals of adding an intersectional feminist lens to peacebuilding? What are the strategic goals of understanding technology through intersectional feminism? (Sections 1.2 & 1.3)
- How can the design and implementation of digital peacebuilding contribute to the strategic goal of adding an intersectional feminist lens to peacebuilding? (Section 2)
- How can the design and implementation of intersectional feminist peacebuilding ensure that digital technologies do not reinforce existing inequalities and the marginalization of groups at risk of online harms? (Section 3)

To answer these questions and provide recommendations (Section 4), the authors reviewed existing literature (listed in the bibliography in Annex A), held a webinar on 15 December 2022 with eight participants representing six different organizations, and conducted five interviews with people working at the intersection of digital technologies and intersectional feminism (see list, Annex B).

1.1 Definitions

The term intersectionality was originally coined by Kimberlé Crenshaw in 1989 to describe bias and violence against black women. Originally limited mostly to academic and legal circles, the term is more widely used now, and incorporates the intersection of gender bias not only with race, but also with LGBTQI+, class, religion and disability issues, among others. In recent interviews, Crenshaw explains that intersectionality today can be understood as “a prism for seeing how various forms of inequality often operate together
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3 Lesbian, gay, bisexual, transgender, transsexual, queer, intersexual and any other individuals whose sexual and/or gender identity is neither cis- nor heterosexual.
and exacerbate each other”\(^4\) or as “a lens through which you can see where power comes and collides, where it interlocks and intersects”\(^5\).

In its explainer on intersectional feminism, UN Women shares how the framework clarifies that inequality does not always happen in an equal and measured manner: social and political identities overlap and intersect with each other and create a unique individual experience which makes the degree of inequality different for everyone.\(^6\) In its guidance note on intersectionality, the United Nations Network on Racial Discrimination and Protection of Minorities provides a theoretical example to illustrate this, stating that: “For example, the lived experience of discrimination of a Muslim woman of African or Middle Eastern descent in a European country will be different from that of a Muslim man of similar descent in the same country owing to discrimination based on the intersecting grounds of race, ethnicity, religion and sex.”\(^7\)

Building on these definitions, this paper defines intersectional feminism as a theoretical framework that seeks to observe and analyze how different aspects of social and political identities can create overlapping and unique forms of discrimination. The study uses the term “woman” to refer to cis and trans women, and the term “non-binary person” when referring to genderqueer or gender-non-conforming people.\(^8\)

While there are many definitions of peacebuilding, in Johan Galtung’s 1969 definition is still suitable to encompass all the aspects covered by this research: “peacebuilding achieves positive peace by creating structures and institutions of peace based on justice, equity and cooperation, thus addressing the underlying causes of conflict”.\(^9\) Digital technology has equally been defined in many ways, and this report uses a definition coined explicitly for information and communication technologies relevant to conflict prevention and peacebuilding, namely that digital technology encompasses “different types of hardware, software or systems that enable people to access, generate and share information.”\(^10\)

Digital peacebuilding is a relatively new term, predated by the term “peacetech”. The term peacetech emerged in mid-2015, referring to the convergence of conversations that had so far taken place under the “technology – or information and communication technologies (ICTs) – and peacebuilding” umbrella. In 2016, Build Up defined peacetech as “an emerging body of peacebuilding practice which includes a technological component that is of strategic importance to its objective(s)”\(^11\). This definition
emphasized the strategic use of technology to
distinguish peacebuilding actors and activities
that use technology as part of their general
organizational management (making use of email,
website and social media presence as most civil
society actors do) from those that use technology
with the strategic aim of building peace. However,
other practitioners have defined peacetech as
“technology that contributes to peacebuilding”12,
placing emphasis on peacetech-as-a-tool rather
than peacetech as a set of uses of technology.

The term “digital peacebuilding” emerged as the
field coalesced on the importance of focusing on the
uses of digital technologies, and processes around
these uses, rather than the digital technology
tools per se. As Lisa Schirch writes, “digital
peacebuilding is the broader nexus between the
field of peacebuilding and digital technologies”.13

This paper is situated at that nexus, and agrees
with Schirch that this includes three interfaces:
(i) the use of off-the-shelf digital technologies
like WhatsApp for peacebuilding efforts; (ii) the
use of technologies developed with the explicit
aim of serving a peacebuilding goal; and (iii)
peacebuilding responses (using technology or
not) that address digital conflict drivers. This third
aspect – digital peacebuilding seen as a response
to digital conflict drivers – was first introduced
in a paper by Puig Larrauri and Morrison14, and
has grown in importance over recent years. For
the remainder of this paper, we refer to digital
peacebuilding as an emerging body of practice
that includes both the use of digital technologies
towards a peacebuilding objective, and the use of
peacebuilding approaches in response to digital
conflict drivers.

1.2 Intersectional feminism and
peacebuilding

“If you arrive as an expert who
knows what’s right, it’s all over.
Your work will always be something
distant, an imposition.” [...] What
makes the difference is humility; it is
when someone has “the capacity to
listen to local people – not only the
elite, but also the women, the
veterans, the widows’ groups.”

Séverine Autesserre15

Existing literature primarily points to
effectiveness, gender equality and avoiding harm
as the main reasons for adding a gender lens
to peacebuilding.16 An intersectional feminist
lens, however, challenges us to take into account
how the prevailing top-down approaches and
respectability politics of many peacebuilding
interventions17 contribute to larger issues that
dehumanize people affected by multiple forms of
discrimination.18 The strategic goal of adding an
intersectional feminist lens to peacebuilding
is to act from a better understanding of
privilege and discrimination to tackle recurring
peacebuilding challenges – some of which
persist because we fail to see the privileges that
perpetuate them.

13 Ibid.
Specifically, intersectionality can help peacebuilders:

a. Build better relationships of trust by understanding who plays unnoticed roles as trust holders in a process and acting on that knowledge;
b. Broaden participation and ownership by going beyond numerical representation;
c. Ensure better safety and security for all people by taking into account multiple layers of discrimination; and
d. Challenge existing power, as expressed in structures of oppression, in a sustainable way.

Successful peacebuilding processes depend on relationships of trust. Intersectional feminism helps in better understanding which groups are trusted in society, which ones are not, and why. Intersectional analysis is also required to understand who trusts a certain conflict transformation process, who does not, and why. Implicit discriminatory biases that continue to dominate Western White cultures in peacebuilding make it safe to assume distrust from people of color involved in the process as a default. Literature suggests that trust building in contexts of colonization that have broken trust with Western actors is particularly difficult, and continued reliance on non-local peacebuilding actors as sources of information and trust reinforces that. In addition, individual White peacebuilders who demonstrate behaviors such as policing, respectability politics, or saviorism – that generally go unaddressed – make people facing marginalization feel deliberately ignored.

Taken together, these dynamics therefore create distrust, and an intersectional lens is necessary to understand and address them. Intersectional feminism helps to build peacebuilding processes around people who are not perceived to seek power – often because they face marginalization – and can therefore play an important bridging role. Research identifies strengthened legitimacy of peace processes as one benefit of involving parties outside the core conflict stakeholders. For example, women often play a key role in reaching across conflict lines in informal settings but are not recognized as bridge builders because power holders are engaged more than trust holders.

Connected to this intersectional approach to trust-building is a second challenge to peacebuilding processes: ensuring broad participation and ownership. Relations of power are replicated in all social structures, including in dialogue around peace at any level, which hinders meaningful participation by people who face multiple layers of discrimination. Intersectional feminism helps peacebuilders rethink binaries and hierarchies. For example, we might go beyond a mere numerical representation of people identifying as women and men to ensure that their mobility, class or education are also considerations in who participates. A gender-representative group that only includes individuals who completed a university degree, for example, would not allow scope to understand how gender and class intersect. Or we might consider bridging the gap between different peacebuilding “tracks” so that inclusion is not siloed, limiting the power of some to commentators and others to decision-makers.

For participation and ownership to be meaningful, all people need to be secure (from deliberate harm) and safe (i.e., they must feel protected) to bring in their perspectives and solutions. The safety and security of power holders often receive
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most attention, as their participation is seen as key to the success of a process, especially in high-level peace talks. Intersectional feminism, however, helps peacebuilders understand two key points. First, it helps us to understand that extra labor needs to go into ensuring emotional and physical safety for those who come into a process with experience of marginalization. Second, it helps us to understand whether people are harassed or intimidated based on their identities during a process, even in ways imperceptible to those steering the process, and to find ways of ensuring safety for them. For example, we might consider incorporating anxiety-reducing practices, or institutionalizing debriefing sessions that allow for expression of hardship.

Finally, creating societies where everyone can thrive comes with a need to challenge existing power, which threatens those who hold it. Formal peacebuilding processes often fail because they focus on how existing power holders share the power they hold slightly differently. An intersectional feminist approach can help start the dialogue by focusing on the forms of marginalization that need to be addressed, and to challenge power by creating allyship among those facing one and the same system of oppression in different ways. It is equally important here to make sure that peacebuilders are aware of the history, culture and language of the local context, and do not expect to ever understand the inner workings of another community fully.

1.3 Intersectional feminism and technology

“The mistake a lot of tech observers are making is to treat social media as if it’s cigarettes — something that’s addictive and bad with no value at all. The Internet is more like sex, drugs and rock & roll. Done wrong, it can be harmful, unhealthy, addictive, violating and corrosive. But done right it can be liberating, mind-expanding, transformative, and fun as hell.”

Evan Greer

Both the design and use of digital technology can reproduce and amplify existing power structures and social inequalities. Digital technologies are mostly built by White men. Using a word play on “bro(ther)” and “programmer”, the literature refers to this as the “brogrammer problem”, describing the fact that programmers in Silicon Valley and in companies like Tencent Holdings or the Alibaba Group predominantly identify as male. In 2018, an analysis of 177 Silicon Valley companies showed that the ten largest technology companies in Silicon Valley did not specifically marginalize communities, and are centering the needs of the community before anyone else’s.

---


26 bid.


employ a single black woman, three had no black employees at all, and six did not have a single female executive.29 Although some digital technologies are deliberately built to oppress and marginalize, most harm resulting from digital technologies is the unintended consequence of the perceptions and assumptions of its designers and primary users. The strategic goal of approaching digital technology through an intersectional feminist lens is to mitigate the discrimination that results from the way in which technology design and use reflect and at times amplify existing power structures.

Intersectionality alerts us to four connected areas where digital technologies impact discrimination and oppression:

a. Biased data collection enabled by digital technologies creates new forms of discrimination;
b. Access to technology can amplify discrimination;
c. Intersecting types of marginalization can make some people more vulnerable online; and
d. Technology design can make it easier for those in power to marginalize and harm people.

Better data about people of different backgrounds, collected more easily with digital technologies, can lead to services that are better targeted and a broader representation of different people’s priorities.30 However, the ease and speed of data collection can also create new forms of discrimination. When data collection is designed by organizations or agencies that do not consider identities when they initiate such processes, the results can be top-down evidence that is not inclusive or representative of the audiences they seek to serve. Specifically on data relating to peace and conflict, Tellidis notes how data collection design by powerful international actors can lead to the continued marginalization or “subalternity” of certain identity groups.31 Data is often perceived as rooted in ideals of objectivity and detached neutrality, where “disembodied internet users engaging in ‘rational’ debate are imagined separately from offline structures of privilege and exclusion.”32 Thus, rapid data collection processes enabled by digital technology can often miss intersectional perspectives, and present a biased picture of need or opinion.

Organizations are increasingly using artificial intelligence to further accelerate data collection processes.33 Yet the effects of data collection biases can be amplified if machine learning is used to automatically sort and classify data, and if classifications are designed from a dominant framework. For example, UN Global Pulse collaborated with Data2X and the University of Leiden to develop a tool to infer the gender of Twitter users.34 The tool analyzes user names from a built-in database of predefined names that contain gender information. Where a user name does not correlate to one gender, the tool analyzes profile photos, using face recognition software. The tool was used to produce a report by Global Pulse that claimed to understand the different concerns and priorities of women and men on topics related to sustainable development. Not only does the choice of a gender binary erase non-binary people, but there is also extensive

Digital technologies have democratized power and voice to an important extent: from accessing services or information to connecting with peers or sharing opinions, digital technologies offer important capabilities to more people. Yet the distribution of these capabilities is critically determined by access to devices and to connectivity, which are shaped by different identity factors. An intersectional analysis offers a better understanding of the multi-layered (online and offline) reasons for this unequal distribution and the resulting discrimination. Although the International Telecommunication Union observes a trend towards a narrowing gender gap for Internet across all regions, women are still 34% less likely to have access to any form of Internet than men in low-income countries. Despite a widely held belief that older generations are technologically illiterate, the literature suggests that illiteracy is not the problem; the issue is the usability of technology. Research has shown that older adults adopt technology that they find useful and resist those that they do not. One piece of research found that older people are not seen as valid stakeholders, and that is reflected in how the design and deployment of these technologies do not consider the needs of seniors. The Pew Research Center also found that higher-income and highly educated seniors use the Internet at rates approaching and sometimes exceeding rates among the general population. Children, on the other hand, face specific threats or dynamics online that intersect with other identity factors, such as gender. Poverty increases the likelihood of frequent power cuts, and thus access to devices and connectivity. In areas without continuous Internet access, people may be forced to go to public places to share devices and connectivity. If public spaces are unsafe for certain groups of people, that further impacts accessibility.

Even where accessibility is not impacted by discrimination, some people may self-select not to engage with a certain digital technology because intersecting forms of marginalization make them more vulnerable online. These vulnerabilities take different forms. First, a lack or breach of online privacy can be dangerous for people facing multiple forms of discrimination. Digital footprints pose a significant risk to marginalized groups. For example, dating apps in Egypt have been used to track, arrest and torture members of the LGBTIQ+ community. Similarly, in Uganda, although online spaces can serve as a haven for expression, socializing, resistance and action for the country’s LGBTIQ+ community, there have been frequent crackdowns on LGBTIQ+ users of dating apps and social media platforms by the country’s security apparatus, and police
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Why intersectional feminist digital peacebuilding?

have increasingly demanded to search phones and devices belonging to LGBTIQ+ citizens.\(^4^4\) The sharing of personal data with government authorities or private companies (who may then resell data) poses a greater risk to marginalized people, and governments lag behind in taking proper action to design governance mechanisms that would prevent such exposure or enable remedial action against it.\(^4^5\)

Second, the use of sexualized or gendered insults and attacks on body images make certain digital spaces far less safe for women, people of color or LGBTIQ+ people, who may opt out of certain platforms.\(^4^6\) Such cyberbullying can be both a cause and an effect of polarization that shows up online, but is rooted in offline causes of marginalization for certain groups, and spans across intersections of appearance, bodily ability, and religion, among other things. The “spiral of silence” theory posits that people who are exposed to online harm are less likely to speak out in digital spaces. For example, a survey conducted with students in the United Arab Emirates showed the prevalence of and silences surrounding cyberbullying.\(^4^7\) Those already facing discrimination – who are typically also more vulnerable to cyberbullying – prefer to confide in a friend instead of responding or taking action online. This amplifies the majority voice against victims, and particularly affects those who feel most at risk in the offline world, ultimately influencing who takes up public cyberspace and replicating offline inequalities.

The design of some digital technologies makes it easier for cyberbullies and others seeking to harm or marginalize people to amplify their reach. There is now extensive evidence that digital platforms create a perverse incentive to produce divisive content because this content is more likely to go viral.\(^4^8\) Content expressing hate towards out-groups\(^4^9\) or political opponents\(^5^0\), content that expresses moral outrage\(^5^1\) and content that expresses disgust\(^5^2\) are all substantially more likely to engage users – and to target marginalized groups. For example, deep fake porn, primarily aimed at humiliating female politicians, went viral in Germany’s 2021 general election.\(^5^3\) A 2019 Build Up study that analyzed refugee-host community narratives on social media in Lebanon found that social media acts as a magnified mirror of marginalization, amplifying negative perceptions of refugee communities.\(^5^4\) The so-called Islamic State
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\(^{5^1}\) Ibid.


(IS) also used mainstream social media platforms to amplify its messages and harmful practices.55 Even where content moderation is deployed by platforms to dampen the impact of their design, unfair over-enforcement can reinforce the marginalization of certain voices, as has been the case with Palestinian social media accounts.56 Furthermore, patterns of virality reinforced by platform design can result in shadow bans (when certain content no longer appears in news feeds), which disproportionately impacts the opportunities of women, LGBTIQ+ people and people of color to be seen and to organize online.57 Actors wishing to silence a voice can supercharge their discriminatory attacks and impact an entire ecosystem. For example, in 2021, the International Center for Journalists produced a comprehensive assessment of online violence against celebrated digital media pioneer Maria Ressa detailing “the intensity and ferocity of this abuse”, and demonstrating “how it is designed not only to vilify a journalism icon, but to discredit journalism itself, and shatter public trust in facts”.58

1.4 From exploration to analysis

The start of this section defined digital peacebuilding as an emerging body of practice that includes both the use of digital technologies towards a peacebuilding objective and the use of peacebuilding approaches in response to digital conflict drivers. In order to apply an intersectional feminist lens to amplify the opportunities to use digital technologies towards a peacebuilding objective, the paper first investigated the strategic goals of adding an intersectional feminist lens to peacebuilding (Section 1.2). Section 2 builds on this to investigate how we can use digital technologies to build a just and sustainable peace, with an intersectional lens. In order to use an intersectional feminist lens to reduce the risks of digital peacebuilding, the paper had to first investigate the strategic goals of understanding digital technology through intersectional feminism (Section 1.3). Section 3 builds on this to explore how we can use peacebuilding approaches to better fight digital conflict drivers, understood through an intersectional lens.

55 Blaker, L. (2016). The Islamic State’s Use of Online Social Media. Military Cyber Affairs, 1(1). http://dx.doi.org/10.5038/2378-0789.1.1.1004 Available at: https://digitalcommons.usf.edu/mca/vol1/iss1/4


2. Digital approaches for intersectional feminist peacebuilding

This section explores how the design and implementation of digital approaches can successfully support the strategic goals of intersectional feminist peacebuilding outlined in Section 1.2, namely building better relationships of trust, broadening participation and ownership, ensuring better safety and security, and challenging existing dynamics of power and oppression.\(^\text{59}\)

### 2.1 Building better relationships of trust

Digital communication tools have been shown to “enhance and build social cohesion and a shared sense of communal identity among dispersed and heterogeneous populations”.\(^\text{60}\) Peacebuilders can use digital approaches to build better relationships of trust by understanding who plays unnoticed roles as trust holders in a process, and elevating their work. To do so, they can focus on how digital communications address distrust patterns identified through intersectional analysis, and provide a platform for those who might not otherwise speak up in a process.

In practice, addressing distrust requires subtle, individual side conversations with people who are not trusting of a process or group, and with individual trust holders who are not taking up space. These individual conversations are often difficult to organize in person or synchronously, but messenger app exchanges can fill the gap. Being able to regularly communicate with those at risk of being marginalized well ahead of an in-person meeting allows peacebuilders to solve questions and concerns in ways that account for marginalization.

In addition, in-person settings can make it difficult for process facilitators to check in with people who face marginalization to encourage their participation. Being put on the spot in front of a group, or seen with a facilitator in a power holder position, may create uncomfortable situations or reinforce othering, for example. Using asynchronous messenger apps allows for a more subtle approach to engage or understand anonymously how marginalization plays out in a situation – without forcing people who face it to either disengage or speak up at their own risk.

For example, in 2020, Build Up used WhatsApp to define questions for a research project in Burkina Faso. The facilitators noticed that when following the different inputs from their peers, participants could only see their phone numbers, but not their faces or other social status signs. This had an equalizing effect on the discussion and allowed people who are otherwise not listened to in online settings to be “heard”, as everyone had to read every message.\(^\text{61}\)


Digital tools can therefore create opportunities for synchronicity and cohesion. But even when adapting processes to different abilities, motivations and identity intersections, creating safer virtual environments still calls for solidarity in mutuality, a key pillar of mutual aid and organizing in turbulent contexts. This means adopting a horizontal approach to understanding oppression and its systemic causes, and centering them while recognizing who is in the room and designing conversations, interventions and platforms for continuous work.

2.2 Broadening participation and ownership

Digital technologies can offer ways to increase participation opportunities for people facing overlapping forms of discrimination. In order to use digital approaches to this end, peacebuilders can consider how digital communications can overcome offline barriers to diversified participation – both in process design and in priority-setting.

Digital messaging platforms can help overcome offline barriers to diversified participation during peacebuilding processes. Traditional peace negotiations, for example, often still privilege face-to-face discussions at all costs, and also often involve rituals like alcohol consumption which, in many contexts, exclude women. People facing oppression are more likely to opt out (or are shut out more easily) without a digital alternative.

Giving people online access to join discussions cuts across class, mobility and social status lines in conflict countries, and gives citizens or the "grassroots" space to comment on ongoing peace efforts, hold leaders accountable, flatten the lines of communication, and shift them from a two-way dynamic of peacemaker and stakeholder to a nuanced view of networked communication based on online and offline methods.

For example, when swisspeace designed their peacebuilding negotiations between diverse actors in Syria, they used a hybrid combination of offline and online events. The aim was to reach people who could not participate offline, either because they could not move safely at all, or because their identities (namely political and gender) kept them from accessing specific spaces because of heavy military monitoring, inaccessibility to women, or adversity to diversity in political opinions, etc. Knowing that class was an accessibility factor due to high mobile costs, swisspeace made sure participants received data packages. In Burundi, the Conflict Alert and Prevention Centre (CENAP) noticed that young people’s visions were not adequately reflected in discussions about Burundi’s future. To ensure that they not only provide data, but also analyze it together, CENAP built an online dashboard to allow young people with little statistics training to analyze data visually, draw their own conclusions, and present them to policy makers. With this technology-enabled participatory process, CENAP enabled young people to own the data collected by them.

One of the participants in a Build Up innovation program in the Sahel region was blind. The team engaged with him early on to ensure accessibility for two training weeks which, due to COVID-19, took place on WhatsApp and via a three-point audio/video connection across countries, respectively. Compared to training in the physical space, the digital approach entailed fewer non-verbal interactions which tend to privilege seeing people. It also had a surprising effect: When
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64 Ibid.
everyone finally met in person one year later, some explained that they had not even noticed the visual impairment of their fellow participant during the online interactions. This meant that they engaged without stereotypes possibly standing in the way of their connection.

Digital means can also support **adequate participation by people previously marginalized in process design**. This is crucial – if discriminatory participation patterns are not addressed from the outset, they are difficult to walk back on during implementation. The United Nations Department of Political Affairs, for example, identifies inclusive peacebuilding process design as key to enabling multiple entry points and diverse mechanisms for participation.66 When Build Up teamed with the Office of the Special Envoy to the Secretary-General in Yemen (OSESGY) to conduct consultations on peace, conflict and the ongoing political peace process in the country over WhatsApp67, a participatory approach to designing the process was critical to their success. The process design was brokered through individual WhatsApp conversations weeks before the consultations started. The consultations eventually provided a digital space for Yemeni women to speak directly with one another without the constraints of compromising their daily (paid or unpaid) work, and crossed physical barriers that had affected the social fabric among women since the conflict intensified.

In 2021, the AI start-up Remesh supported the United Nations in gathering views from people across Yemen and Libya on issues such as the impact of COVID on conflict. Using AI allowed them to ask open (rather than closed) questions and still derive conclusions from them. As a result, people were not confronted with predefined questions, but could shape the conversation, bringing in points that were important to them. After the project, the people designing the process said that women’s participation was higher than expected due to the possibility to contribute anonymously.68

### 2.3 Ensuring better safety and security

Digital means can assist peacebuilders to address identified intersectional concerns related to online or offline harassment or intimidation in a targeted way. The literature points to digitally enabled warning systems and non-hierarchical avenues of communication as a way to protect marginalized groups in mediation processes.69 To ensure better safety and security for all people by taking into account multiple layers of discrimination, peacebuilders can use digital tools to **carve out anonymous safe spaces online to accompany both online and offline processes**, and to **surface “narratives, photos, and videos that might have stayed invisible”**.70

The organization Soliya, which facilitates virtual exchanges across the world, has developed specific safety tactics for international dialogues among young people. In the online learning management system, where participants converse asynchronously, they often face harassment or unwanted connections. The Soliya team has developed a confidential, anonymous and simple

---

67 Even in places with low tech penetration such as Yemen, WhatsApp remains a widely used social media platform and is accessible in most areas because of its low data usage. Most Arab countries also provide bundles that allow purchase of data exclusively for WhatsApp use.
process for users to report on these breaches. Additionally, users can ask at any time to have their data deleted from the platform. Names or photos are never published unless participants request it.

Where anonymous safe spaces are not possible, peacebuilders can use other digital media to **expand subtle means of reaching people facing marginalization**. For example, in March 2020, following the COVID-19 lockdown, Lebanon started witnessing a rise in domestic violence with little or no options for survivors to reach out for support. Abaad, a Lebanese women’s rights NGO, launched the ‘LockdownNotLockup’ campaign to invite people to disseminate the hotline number in their buildings, neighborhoods and on their balconies. A parallel online campaign suggested sharing the number implicitly in videos that would not jeopardize a person’s safety should they be caught watching the video. Influencers shared videos of random things featuring the hotline number in the subtitles or in the messaging. One sports coach, for example, concealed it in the number of laps or push-ups to be done. The campaign thus worked around the particular danger of exposing women who are primarily affected by domestic violence due to control (e.g., with a husband watching or a brother reviewing a browser history).

A report about the campaign registered an increase of almost 270% in cases of domestic violence being reported to the authorities following the campaign.

**2.4 Challenging existing power asymmetries and oppression**

Digital technology makes organizing cheaper and easier, and in so doing shifts the balance of power – including in the peacebuilding field. Studies have shown how digital technologies can foster a “culture of openness” conducive to challenging existing power asymmetries. In order to use digital approaches to challenge existing power as expressed in structures of oppression, peacebuilders can collaborate with the activists emerging through new forms of digital organizing. **Digital activism can be a means to equalize offline power dynamics where only some are listened to in a peace process.**

Starting from a critique that “liberal peacebuilding” is an imposition on local populations affected by conflict (rather than a negotiated synergy between international and local actors), Tellidis and Kappler conducted an “analysis of whether (and how) ICTs can be the tool through which hybrid frameworks of peace avoid the reproduction of liberal peace’s inclusion and exclusion logics”. Reviewing examples of digital peacebuilding practices in Cyprus, Bosnia and Sri Lanka, they conclude that ICTs risk furthering exclusion by reinforcing hegemonic narratives, but have much greater potential to promote inclusion when they serve to decentralize organizing power in ways that allow for grassroots and resistance movements – such as Cyprus’s Occupy Buffer Zone – to drive peace.
Digital peacebuilding for intersectional technology harms

This section explores how digital peacebuilding can respond to an intersectional feminist understanding of technology harms, ensuring that existing inequalities and patterns of marginalization are not reinforced. It explores what peacebuilders can do to address or prevent the technology harms identified through an intersectional lens in Section 1.3, namely biases in data collection, access discrimination, vulnerabilities to digital risks and the amplification of explicit harm.

3. Digital peacebuilding for intersectional technology harms

3.1 Rectifying biased data collection

The seven principles of data feminism introduced by Catherine D’Ignazio, provide an excellent framework for peacebuilders seeking to rectify biased data collection. By examining power, peacebuilders can detect which datasets are entirely missing, such as hate crime targeting LGBTIQ+ people, or particular exclusion patterns in peace processes. Challenging power, a second and central principle, invites the question of who collected data with which intent and based on what biases. Embracing pluralism suggests that macro representative data is not useful to disaggregate results by different identity variables.

---


Rethinking binaries and hierarchies can show aspects that are overlooked with simple yes/no answers to very complex social questions. Elevating emotion and embodiment invites peacebuilders to consider people’s lived realities when exploring data, for example through the use of the arts. Considering context helps to avoid erasing the narratives of the community peacebuilders are seeking to engage; additionally, communities’ meaningful participation in the design and use of digital technologies should be a precondition for digital technologies. The final principle suggests that the effort of people who contribute to surveys, for example, is made visible to surface the emotional labor and time going into data collection.

Peacebuilders can challenge the identity-based biases that show up in digital data collection. For example, in 2018, a humanitarian organization assisting people affected by conflict planned an intervention in a large rural area in a West African country. They used Google maps or traditional maps to identify settlements to understand where civilians lived who may need help. This introduced gaps for rural areas, where houses were not registered – meaning that people living there wouldn’t get medical assistance since they were not traceable on a map. To counter this, this organization held a three-day hackathon where activists were invited to create more precise maps after analyzing recent satellite images. This rectified the bias against people living in rural areas.

Peacebuilders can also help foster representation of previously marginalized voices in datasets by changing the means of data collection to make it more accessible to people facing discrimination. The “Everyday Peace Indicators” initiative is one interesting example where digital tools helped to include marginalized voices. In South Africa and other countries, mobile surveys enabled anyone with a cell phone to provide information to researchers on their lives. These surveys helped to develop “everyday peace indicators” measured by local people according to their own community indicators of peace.

In addition, peacebuilders can offer alternatives to biased artificial intelligence by applying participatory action research to the design of classification models used in machine learning to categorize data. For example, Build Up worked with 18 organizations across six countries to conduct social media listening and analysis in order to understand polarization dynamics on Facebook, Twitter and YouTube. In order to identify patterns in the data, the organizations collaborated to create machine learning models that would classify each post according to topics of relevance to their analysis. These topics reflected the intersectional perspectives of the organizations, five of which focused on women’s rights in Jordan that coded a model looking for types of religious discrimination.

---


81 For safety reasons, this example is decontextualized and not documented online.

To overcome access discrimination, peacebuilders can apply an intersectional lens to their choice of technology and to an assessment of digital literacy needs.

Peacebuilders can go where people already have access. For example, Soliya works with education institutions to form, organize and facilitate conversations between students in different parts of the world. When they first started, the main coordination tool was email, until they realized that younger students were more comfortable or responsive on WhatsApp or Signal. Now the students can select their preferred tool. Peacebuilders can offer different options for accessing a technology to take into account layers of discrimination. For example, in 2022, Build Up designed a voter education WhatsApp bot in Puntland. Knowing that literacy levels among women and people living in rural areas were low, the bot was designed to work with audio and text files. Users interested in learning about voting first select whether to proceed via audio or via text.

Peacebuilders can offer digital literacy alongside a peacebuilding activity. For example, the Myanmar ICT for Development Organization (MIDO) worked to promote technology for social change in Myanmar and to build media and digital literacy through a range of programs. In 2019, MIDO designed and launched a Facebook chatbot to promote media literacy in Myanmar. In a context where low media literacy is closely tied to intercommunal conflict, and misinformation contributes to increasing polarization and division, MIDO’s chatbot provided invaluable content, particularly as Myanmar prepared for elections in 2020. The chatbot provided users with three functions: a selection of five media literacy modules, a set of quizzes to match those modules, and the option to submit a piece of news for fact-checking by the MIDO team. More generally, Lisa Schirch observes how peacebuilders increasingly see the “need to become involved in supporting digital media literacy to improve public awareness of digital communication skills.”

Peacebuilders can offer digital literacy alongside a peacebuilding activity. For example, the Myanmar ICT for Development Organization (MIDO) worked to promote technology for social change in Myanmar and to build media and digital literacy through a range of programs. In 2019, MIDO designed and launched a Facebook chatbot to promote media literacy in Myanmar. In a context where low media literacy is closely tied to intercommunal conflict, and misinformation contributes to increasing polarization and division, MIDO’s chatbot provided invaluable content, particularly as Myanmar prepared for elections in 2020. The chatbot provided users with three functions: a selection of five media literacy modules, a set of quizzes to match those modules, and the option to submit a piece of news for fact-checking by the MIDO team. More generally, Lisa Schirch observes how peacebuilders increasingly see the “need to become involved in supporting digital media literacy to improve public awareness of digital communication skills.”

Research has shown that adequate, transparent and reliable accountability mechanisms and effective strategies against surveillance and retaliation have the potential to remedy some of the intersectional vulnerabilities present in digital spaces.

First, just as sensible scheduling of a process can foster accessibility, it can also help to avoid time-
specific risks to specific groups. For example, in the Yemen WhatsApp consultation introduced above, married women could not use their phones safely during the day without being surveilled by their relatives. To address this, the team scheduled focus group discussions at night when women could safely use their phones. Soliya struggled with time differences when facilitating video dialogues between countries in the MENA region and the United States. Conversations needed to happen in the afternoon, and poorer students in the MENA region did not have access to the Internet outside the campus or Internet cafes. This meant that female students in particular had to choose whether to disengage, or whether to put themselves in physical danger of being assaulted on their way home in the dark. To counter this, Soliya worked with the universities to offer safety options for anyone who needed them to be safe, for example having a professor accompany them to and from Internet cafes.

Second, digital peacebuilding methods can be used to counter attempts to surveil individuals at risk of multiple forms of discrimination. During the 2016-2017 Dakota Access Pipeline protests in the US, law enforcement authorities used Facebook check-ins by Native American protesters to target them for surveillance in attempts to disrupt the prayer camps. Once water protection activists noticed this, they issued a call for anyone on Facebook to check in at the Standing Rock Indian Reservation to undermine this strategy. More than a million people followed suit, making it impossible for police to use it as a means to surveil protesters.

Third, digital peacebuilding methods can reclaim digital space for those who have been pushed out by cyberbullying. In 2020, Search for Common Ground in Sri Lanka supported 100 young people in a process of first learning about and then intervening on social media. As “Cyber Guardians”, the young people positioned themselves as a diverse, unified group of promoters of social cohesion, reclaiming a space that was otherwise dominated by an image of them spreading hate speech and false information against each other.

3.4 Dampening explicit attempts to harm

Peacebuilders can dampen the explicit attempts to harm people online that an intersectional analysis of digital technologies reveals. Peacebuilding approaches can be used to counter harm in digital spaces where discrimination happens. In Europe, the #ichbinhier (#Iamhere) movement mobilized tens of thousands of volunteer “upstanders” to support victims of digital harassment and misogynist, racist and anti-immigrant hate speech on Facebook. These volunteers interrupt hate speech and offer support to victims directly in Facebook comment threads.

Build Up has produced an action-oriented course that explores the role social media are playing in polarization around race and politics (with a focus on the USA), and the creative roles social media users can play in depolarization. If planning an intervention online that touches on intersectional

87 From an interview conducted by the research team with Ms Waidehi Gokhale, CEO of Soliya, on 1 February 2023 via Zoom.
forms of discrimination, peacebuilders should expect backlash by default and have countering strategies ready before starting.

Digital peacebuilding methods can also be used to correct perceptions distorted by algorithms that privilege hateful content, to counter attempts to abuse the distortion for political gain. Following the UK government’s announcement in 2017 that it would launch a public consultation about the Gender Recognition Act, the LGBTIQ+ rights charity Stonewall began to understand that the debate on social media was distorted and did not reflect public opinion.

At first, Stonewall thought that a majority of accounts argued against trans inclusion and attempted to simplify gender recognition. With help from Build Up, they discovered that this perception was due to the distinct cluster of accounts that Stonewall interacted with. By shifting perspective, widening whom they were following and reading, the Stonewall team managed to reach a broader contingency of people with undecided views to engage in meaningful dialogue.92

4. Conclusion and Recommendations

This paper set out to explore how intersectionality might help us to amplify the opportunities and reduce the risks of digital peacebuilding. It showed that the strategic goal of adding an intersectional feminist lens to peacebuilding is to act from a better understanding of privilege and discrimination to tackle recurring challenges to impactful, inclusive peace processes. It also showed that the strategic goal of approaching digital technology through an intersectional feminist lens is to mitigate the discrimination built into technology design and use.

Existing practice already clearly demonstrates that digital peacebuilding can indeed contribute to adding an intersectional feminist lens to peacebuilding. It can help build better relationships of trust, broaden participation and ownership, ensure better safety and security, and challenge existing power asymmetries and oppression.

Although fewer examples exist, there is also a nascent practice of intersectional feminist peacebuilding that ensures that digital technologies do not reinforce existing inequalities or the marginalization of at-risk individuals or groups. It has potential to rectify biased data collection, confront access discrimination, counter vulnerabilities to digital risks, and dampen explicit attempts to harm.

This is a hopeful paper. We hope that our analysis offers us all pointers on how to design digital approaches that make peacebuilding more intersectional and more feminist, and how to ensure that digital technologies do not reinforce existing inequalities. Borrowing from Kimberlé

Crenshaw’s compelling mental image: our recommendations show us how to seal the cracks in digital peacebuilding that those most affected by intersectional patterns of discrimination would otherwise fall through.

The recommendations are listed chronologically along the project cycle of interventions, starting with those relevant to (human-centered) design, then covering considerations important for implementation, and ending with those relevant to influence policy and adapt funding. Box 1 below describes how the recommendations can be applied to an example of a technology-enabled consultation process.

### 4.1 (Human-Centered) Design

**Include people with identity intersections relevant to the project in design and testing.** Peacebuilding processes need to mirror an intended outcome from the outset. Whose voices do we need in the conversation later? If we want to ensure inclusivity, we need to make sure our design teams are inclusive. If we are designing for queer people in Yemen, it is important to involve them from the outset to analyze and navigate intersectional marginalization from the start. Human-centered design provides a useful framework to address intersectional harms from technology – which, as this paper demonstrates, is critical so that technologies do not create or reinforce digital conflict drivers.

Human-centered design also helps to strengthen testing of processes, tools and mechanisms – from consultations to AI – to build them from the diversity of those engaging with them, rather than focusing on those with the initial idea.

**Make joint analysis a standard practice to build the capacities of team members who are privileged at several intersections and curb White savior tendencies.** Literature reviewed for this paper and Build Up’s practical experience show that intersectional analysis is not a given in the biases of the (digital) peacebuilding world. It needs constant training and questioning. One-off training is rarely sustainable. It is a better idea to weave upskilling and awareness-raising into our general processes. We need to understand our individual and collective biases and that we are never neutral in a process.

Existing tools such as the wheel of power and privilege can guide peacebuilders and digital technology designers in understanding who is being harmed by the technology, who benefits from it, and who is over- or underrepresented. Documenting practices is another measure to sustainably anchor learning in our teams.

Always prioritize people’s (online) safety and security over ambitions to understand and address marginalization at taboo intersections. Different identity traits are taboo – or a discussion about them even criminalized – in certain contexts. This primarily concerns gender or sexual orientation, but at times can also concern religious or socio-political identities. Technology opens possibilities to broaden the space of intersectional analysis and interventions on that basis. Done insensitively, however, it can cause harm. Exploring certain intersections can jeopardize our process – e.g., if including a “non-binary” option on a registration form leads to perceptions that a process is driven by an outside agenda. What is more, this paper demonstrated that it can also put people we want to engage in harm’s way, if information about their identities in the digital or offline space leads to persecution or stigmatization. Safety concerns are always more important than our ambition to support progressive change and amplify voices, our outsider curiosity, or pressure to meet success indicators.

---

93 The wheel of power and privilege is a visual tool to map and explore where one’s privilege sits in an intersectional way. It can be used in group settings or as an individual exercise. Just1Voice (2021). Wheel of Privilege and Power. Retrieved 11 February 2023. [https://just1voice.com/advocacy/wheel-of-privilege](https://just1voice.com/advocacy/wheel-of-privilege)
Draw inspiration from (online and offline) self-organizing among groups affected by multiple layers of discrimination. Mutual support initiatives among marginalized communities exist everywhere — they are just often beyond the radar of the mainstream peacebuilding sector. This paper drew inspiration from several examples where activists and community organizers engaged with intersectional digital issues. We can all find them in the contexts where we work — online and offline — to build on their practical ways to navigate intersections of discrimination. We can learn from community-moderated pages and platforms. For example: How are LGBTIQ+ communities moderating conversations or content in their spaces? And how can we learn to hand over the online content moderation to the communities instead of project volunteers?

Examine – and complement – datasets we intend to work with, asking who collected the data and how, what the impacts are on how people facing multiple layers of discrimination respond, whether there are missing identity markers or questions. Biases need to be made explicit, by explaining how contextual taboo questions (e.g., someone’s sexual orientation or religion) impact the insights. Ideally, missing data important to our project’s ability to address intersectional discrimination should be complemented through other means.

Don’t shy away from moving a process offline. The invisibilization of those who are not online is the key challenge to digital peacebuilding. In certain contexts, we may conclude that groups like Indigenous women or people living in rural communities are fully excluded from online spaces, be it because of a lack of infrastructure, access to education or other drivers. Don’t idolize digital spaces — at times, our best solution is to move an intervention offline to avoid further marginalization.94

4.2 Intervention

Provide distinct, asynchronous digital alternatives to existing offline dialogue or mediation forums — and offline alternatives to online processes. This paper demonstrated that intersectional feminist digital peacebuilding needs to overcome diverse access barriers. While the nature of such barriers is context-specific, a general lesson is that intersectional approaches call for an integrated approach between offline and online. Digital alternatives can allow for asynchronous means to reach more people. At the same time, offline strategies can balance privacy or security concerns. Key is that we design online and offline processes as distinct processes. Simply copying the approach into an online space will mean that the offline power dynamics and same marginalization practices occur there (e.g., those who would speak more often offline also raise their hands more readily in an online call). We need to look at the digital space as a space in and of itself, instead of an extension of the offline reality, and design our process accordingly.

Set up diverse and personal communication channels with participants that respond to the specific safety and security needs of people facing discrimination, letting them take the initiative to choose what suits them best. Whether people prefer individual interaction or feel more comfortable in a group discussion on process, for example, is a very individual decision that cannot be derived from a group analysis.

Ensure explainability in everything we do. The use of any technology means that we enter into complex and unfamiliar territory, which can be especially daunting for people who come with a history of discrimination. Is this space safe? What risks am I taking? Who controls the data? All these questions may be taboo to ask in a space where we are perceived as a power holder. Our goal is not just to make a technological solution accessible,

but to craft processes that prevent the perception of a “black box” for unfamiliar tech tools. This is particularly important for AI, where only the input and output are seen, and the inner workings of the process or technology often remain unknown. Understanding and explaining them are key to empowering the people we engage with.

4.3 Policy

Share what we know about intersectional tech with those who need to hear it. Locally anchored digital peacebuilders often gain profound insights into how discriminatory design of technology affects the safety, security and online presence – or absence – of marginalized groups. They need to be mindful of this in designing their intervention. These insights may, however, also be relevant to policy makers or those running large and small platforms. We can use them to push for legal reforms and policies that allow victims of digital discrimination to hold abusers accountable. Even beyond specific programmatic insights, the voices of peacebuilders can add much value to debates around making AI more ethical, ensuring data rights, or assessing the impact of platforms on marginalized groups.

Find allies in other fields and document learnings. This paper demonstrated the value of a deliberately intersectional lens on digital peacebuilding. At the same time, the thinking required and questions we need to ask are often similar to those required to ensure participation and inclusion in peacebuilding more broadly. While several people interviewed for this study stressed the need for more conversations and documented learning on these themes – within and beyond the peacebuilding sector – one also suggested dropping the specialist terminologies and instead called for an ethics guide that would apply to all accessibility-related topics.

4.4 Funding

Donors should require – and challenge! – intersectional analysis for any (digital) peacebuilding project. Current proposal processes do not incentivize intersectional analysis, and this paper demonstrates that peacebuilders taking the initiative to do so is not a given. Donors should, for example, make it mandatory to analyze how different identity aspects intersect with a planned approach, and require representation of affected groups in the design.

Donors need to allow for more flexibility to enable emergent project design and give the space to change course mid-way. Most of the recommendations to digital peacebuilders provided above relate to design. The importance of process design is a central conclusion that crops up in different parts of this paper. Donors need to broaden the space for peacebuilders to be emergent in their programming, rather than forced to religiously follow a detailed logframe based on assumptions from a few months ago. While the need for such flexibility applies to all peacebuilding work, it is particularly important to intersectional digital peacebuilding because of the amplified danger technologies can present, and the need for shifting approaches. Flexibility is crucial to change design based on insights about intersectional discrimination patterns, and to change course – or stop – if threats to specific people’s safety become clear.

Donors should enable peacebuilders’ access to tech companies. Governments often have easier access to digital platforms than peacebuilding organizations. Donors should use this privileged access to help open these doors for peacebuilders who have insights to share about the impact of digital platforms on people facing multiple layers of discrimination. They should walk alongside the (digital) peacebuilders they support financially, and also put pressure on tech companies to rectify design mistakes.

Conclusion and Recommendations

Practical steps to make a digitally enabled consultation process with women intersectional

To illustrate the recommendations with a practical example, here are some steps a peacebuilder should take to make a remote, digitally-enabled consultation with women in a peace process intersectional:

• Engage with donors ahead of time to negotiate for flexibility and time needed to make the consultation with women intersectional and driven by their priorities. Processes like outreach are often given less weight, although they are the foundation for what will be considered and accommodated when designing content.

• Have a conversation in your project team from outside the context about privilege, bias and White saviorism and how to avoid their negatively impacting the consultation. This can involve internal literature reviews that bring in past lessons from peacebuilding practitioners, and may look like a consultation in itself that draws on approaches from like-minded actors in the field.

• Identify participants through a snowball approach that focuses on underrepresented categories. This can involve offline engagement and intermediaries for those who cannot easily access tech tools or platforms, such as family members of older women without access to technology, for example. Such an approach diverges from the classic notion of “key people” as a core group, and enables a different type of outreach and therefore a context-informed approach to reach beyond “low-hanging fruit”.

• Engage with women from these diverse backgrounds individually to ask about their priorities for digital tools to use and the timing of synchronous and asynchronous engagement and needs to make their digital inclusion in the process secure for them. WhatsApp consultations allowed this to happen: participants were free to mute the group, attend to their paid jobs or unpaid domestic duties, and come back to conversations on their own time. This knowledge could not be assumed without in-depth exchanges in the initiation phase about access to data bundles, cell phone use in the home versus at work or lack thereof, and “peak times” of engagement for participants depending on their areas of residence and lifestyle, among other variables.

• Set up rules of engagement for the consultation process, including codes of conduct and house rules. The former can be more geared towards general safety and security, like not taking screenshots, muting groups or notifications so that conversations are not visible until participants feel safe to engage, or maintaining the option to not answer questions. House rules can be different and more procedural: a legend of emojis or signals to look out for when scrolling through messages/answering questions, establishing a common atmosphere of respect, communicating the schedule of inquiries and the rhythm of accepting inputs, etc.

• Always send documents accompanied with voice notes (if using a messenger app) and allow for both voice note and written feedback to make it accessible for people who struggle with written or oral communication. This includes preparation of materials so they are accessible to women with disabilities, e.g., using PDFs and alt-text for pictures so that text-to-speech options are viable at any time.

• Focus on the content of questions after outreach, i.e., after understanding the intersections that will be present in the group, and adopt a participatory approach to both the content and format of the questions. Are the terms “peace” and “peacebuilding” acceptable in the current context? Can that be a launchpad into the conversation and a finding in itself, or will bringing this to light make participants apprehensive about sharing their insights? Once confirmed, participants and their peripheral networks (who could be family members, neighbors with tech access that can offer a physical space, past participants in similar initiatives) can be involved in a sensitized review of terms and approaches used in the questions and how they are asked.

• During the consultation, set up different channels, and engage with women at different intersections when you notice that they are not participating or are hesitant. Smaller or individual avenues for check-ins and inquiries into barriers to participation are essential here, i.e., private chats, smaller, more homogeneous groups that make certain participants feel safer, or even choosing a formal platform that does not interfere with daily tech use, which can be dangerous and confusing for some women. This may involve choosing different online tools, e.g., Zoom over WhatsApp, although the latter is more accessible in low tech-penetrated areas.

• Share results of the consultation back with women by their preferred means and give the option of maintaining the original channels of communication rather than dissociating or migrating platforms for surveys or post-evaluations. This method can be mutually beneficial because it allows corroboration of honest feedback without compromising trust that can emerge from more informal styles of exchange with participants.
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Annex C: Abbreviations

AI  Artificial Intelligence
CENAP  Conflict Alert and Prevention Centre
CEO  Chief Executive Officer
HD  Centre for Humanitarian Dialogue
ICT  Information and Communications Technology
ITU  International Telecommunication Union
LGBTIQ+  Lesbian, gay, bisexual, transgender, transsexual, intersexual and any other individuals whose sexual and/or gender identity differs from cisgender heterosexual
MIDO  Myanmar ICT for Development Organization
OSESGY  Office of the Special Envoy of the Secretary-General for Yemen

Annex D: Glossary

Digital peacebuilding  Digital peacebuilding refers to the use of digital technologies towards a peacebuilding objective, and the use of peacebuilding approaches in response to digital conflict drivers.

Intersectional feminism  Intersectional feminism is a theoretical framework that seeks to observe and analyze how different aspects of social and political identities can create overlapping and unique forms of discrimination.

Intersectional feminist lens  An intersectional feminist lens refers to an (analytical and practice-oriented) perspective that makes power asymmetries and imbalances of power visible and points to multiple and overlapping forms of oppression due to race, income, age, religion, ability and other factors.

Digital technology  Digital technology encompasses various types of hardware, software or systems that enable people to access, generate and share information.